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(57) ABSTRACT

Systems and methods for natural language processing are
described. Embodiments of the inventive concept are con-
figured to receive an input sequence and a plurality of
candidate long forms for a short form contained in the input
sequence, encode the input sequence to produce an input
sequence representation, encode each of the plurality of
candidate long forms to produce a plurality of candidate

Filed: Nov. 5, 2020 long form representations, wherein each of the candidate
long form representations is based on a plurality of sample
Publication Classification expre;ssions and each of the sample.expressi.ons includes a
candidate long form and contextual information, compute a
Int. CL plurality of similarity scores based on the candidate long
GOG6F 40/295 (2006.01) form representations and the input sequence representation,
GO6N 3/04 (2006.01) and select a long form for the short form based on the
GO6F 40/274 (2006.01) plurality of similarity scores.
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